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Abstract

Though there are a handful of exascale computers already, exascale computing is
expected to become more widely available towards the latter half of this decade.
We are gathering requirements for exascale computing for agent-based modelling
to support policy evaluation. Exascale computing has a transformative poten-
tial in the area as it entails such a dramatic improvement in computing time
that even work requiring days or weeks on a contemporary high-performance
computing cluster would take a second or two on an exascale computer. This
creates a context in which it is possible to conceive of creatively interacting with
an existing agent-based model as part of a one-day transdisciplinary workshop.
However, the reduction in time to experiment with a model then puts emphasis
on the time taken to assemble and prepare data, and to build the model in the
first place. Full exploitation of the potential of exascale computing therefore en-
tails a more in-depth look at the software, data and institutional environment
in which the agent-based models of the future will be prepared.

Exascale computing is defined with respect to the speed with which numerical
calculations can be completed as a billion-billion (1018) floating-point operations
per second. Though instructions executed per second is of greater relevance to
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agent-based modelling than purely floating-point operations, the two are approx-
imately the same. Exascale computers are about a billion times faster than a
personal computer, and a thousand to a million times faster than a university’s
computing cluster or industry cloud computing services such as Microsoft Azure,
Amazon AWS or Google Cloud – each generally referred to as ‘high performance
computing’ (HPC) facilities.

Use of HPC is rare in the agent-based modelling community, for various
reasons. First is the steep learning curve that authors such as Alessa et al.
[1] and An et al. [2] have pointed out is faced by social scientists simply to
build a working model in the first place. HPC environments typically require a
great deal more computing skills to access; a technical barrier that is somewhat
needless. Second is the problem raised by Polhill [3] that agent-based models
have computational features (such as varying population sizes) that make their
memory and CPU-time unpredictable. These two points combine to exacerbate
a third, cultural issue around HPC around the suitability of the code and the
scientific problem it is investigating for the advanced computing machinery on
which it will be run. These are points that we can expect to be more pronounced
in exascale environments that cost hundreds of millions of euros to build.

In this poster, we will describe the ExAMPLER project, which is seek-
ing input from the empirical agent-based modelling community on how high-
performance and exascale computing could be designed to support their needs,
as well as how it might affect future directions for agent-based modelling re-
search.
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