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Abstract. Despite the fact that the world needs agreement in order to address 
threats, such as climate change, people find this hard, even when all concerned 
desire an agreement. Social simulations have explored a number of different 
mechanisms relevant to such processes, including those about: opinion dynamics, 
negotiation, social identity, collective intelligence and voting models. However 
these models tend to: (1) stick to their own silos so the connections between 
strands are only explored sporadically, (2) not engage sufficiently with real-world 
cases/data to be useful, and (3) avoid modelling transitions between different 
“modes” of interaction. We sketch some elements of a programme to bring these 
kinds of modelling together to address this grand challenge. We call upon the 
social simulation community to coordinate, with the ultimate goal of finding 
ways to facilitate such agreement processes, before it is too late. 
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1 The Challenge 

The world faces a variety of global challenges, including: war, climate change, water 
shortages, species loss, epidemics and poverty. There are similar challenges at national, 
regional and local scales. In order to meet these challenges effectively, people will need 
to coordinate their actions, coming to agreement as to joint action plans [16]. However, 
there is a major problem – people find this very hard to do in practice. Polarisation, 
group identity, mutual incomprehension, differing world views, fake news, ignorance 
and sheer lack of communication can prevent progress towards agreement, even if this 
is an outcome everyone involved wants. This does not address the situation where the 
parties do not want to agree, but that still leaves many cases where agreement is desired.  

A typical case is where people somehow see members of another group as enemies, 
as this perception renders agreement a “zero sum game.” However, the perspective that 
creates this situation is not immutable. In fact, in the United States, affective 
polarisation (i.e. dislike for members of the other party) has been rising over the years 
[2]. This implies that change is possible and that maybe the process can be reversed, 
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recreating circumstances where agreement and win-win situations are again possible 
despite differing interests of members in each party. It would be really useful if we 
developed a set of guidelines and interventions that helped maintain higher levels of 
useful dialogue, even when interests are divergent, but equally might help us de-
escalate highly polarised situations to reduce ineffective confrontation. We know that 
these transitions do occur (e.g. in the Good Friday Agreement), but our understanding 
of them is weak. Thus the “grand challenge” that we present to the social simulation 
community is this:  

 

Can social simulation inform us as how to manage situations to facilitate 
agreement between parties when this is desired or necessary? 

 

The challenge is an ambitious one. There are many different mechanisms 
facilitating or frustrating potential agreement and many aspects of a situation that might 
need to be taken into account (only some of which may be recognised by existing 
families of models). Coming to a collective agreement involves cognitive, social and 
institutional processes, which makes it hard for fields focusing only on the micro (e.g. 
psychology) or the macro (e.g. quantitative sociology). Such interactive processes are 
inherently dynamic so understanding them by only considering snapshots of evidence 
(e.g. single surveys) is hard. There are texts on the art of helping groups to agreement, 
but without formal models, these are not precise as to when a particular structure, 
technique or intervention will be helpful. Social simulations are a perfect candidate as 
they can combine the micro and macro aspects in a dynamic way [11]. 

However, the challenge also needs to be feasible – something the social simulation 
community could attempt. We are not going to be able to address all the difficulties of 
working democracies and we are not going to be able to directly influence what 
individuals believe at the start of a process. What we can perhaps do is offer suggestions 
in situations where a group of people or representatives that (in general terms) seek 
agreement, struggle with a variety of goals, beliefs, cultures, and relationships amongst 
the participants. We might be able to identify: some of the difficulties (which, in 
keeping with the strengths of Agent-Based Modelling (ABM), may be processual and 
counter-intuitive) and some of the ways to increase the chance or extent of agreement.  

This paper does not present a unified model for facilitating agreement, as we are 
still quite far from this goal. Instead, we discuss how we can collectively develop a 
more comprehensive, systematic and coherent approach.  

2 Some existing modelling work 

One strategy to open up this challenge is to look at the ideas about conflict and 
agreement already encapsulated in models. There are many bodies of social simulation 
work that are relevant to understanding how the opinions or beliefs of sets of interacting 
individuals might develop. On the whole, each of these has remained separate from the 
others developing its own distinct challenges, conventions and modelling approaches. 
We briefly mention some of these bodies of work (this is not a complete list), drawing 
out a few examples of what might be helpful with respect to the challenge and 
subsequently considering more general issues that arise from comparison between 
approaches. The point here is to give an idea of the diversity between approaches and 
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methodologies – the different kinds of mechanism they cover – but also point out each 
one’s limitations and assumptions. We touch upon: opinion/cultural dynamics, 
negotiation, social identity, social norms, and collective intelligence. 

Opinion dynamics (OD) is a field of research exploring mechanisms and processes 
behind the evolution of opinions in society [14], focussing on how people are 
influenced by and influence other people’s opinions.  Despite this general goal, OD 
models differ in a variety of aspects. In models using attractive forces agents always 
become more similar when they interact (e.g. [10]). A special case of this are the 
“bounded confidence models,” where agents cannot interact if their opinions are too 
different (e.g. [9]). In models with repulsive forces, agents can push each other towards 
opposite extremes if their opinions differ enough (e.g. [20]). In reinforcement systems, 
agents who agree push each other in the same direction (e.g. [23]). Other important 
distinctions include how opinions are represented within the agents, with “Cultural 
Dynamics” usually referring to models which employ multi-dimensional categorical 
opinions, while models that fall under the category of “sociophysics” usually employ 
unidimensional binary opinions [5]. Most of the models are based on the idea of “social 
influence,” – that people become more similar when they interact [14], but this is not a 
specific theory. Some authors ground their model on more specific psychological 
theories and phenomena, such as “social impact theory” (e.g. [18]) or cognitive 
dissonance (e.g. [15]), while others derive their model directly from experiments (e.g. 
[4]). OD models have been used to show how simple rules can produce macroscopic 
effects such as different cultural groups and polarisation. To date, many models and 
effects have shown the possibility of creating this diversity also from homogeneous 
initial conditions, however, much less is known of which effects are actually 
responsible for the formation and evolution of groups in the real world. 

Negotiation. The essence of negotiation models is that, by reaching agreement, the 
negotiating parties can access outcomes that they could not achieve alone. Providing a 
negotiation concludes. Participants do not necessarily start with the same model of the 
situation or full knowledge of the other participants (indeed some may actively 
misrepresent their interests). Despite this, many models under the label of “negotiation” 
only represent haggling over continuous dimensions with the communication between 
actors limited to suggestions as to the price, quality etc. e.g. [19]. In these, there is no 
communication about any other actions nor about their wider goals or what might be 
possible in the situation as is observed [31]. To use an example from one of the 
relatively rare models of negotiation applying to human actors, [13]. A lot of 
negotiation in practice is not about the reality of what people can afford but about the 
expectations they have of others and those they create in others. 

Social identity includes a wide range of mechanisms whereby perceptions of an 
individual’s or other’s identity affects how one behaves towards them. In some earlier 
models such groups were defined by emerging similar ‘tags’ (observable markers), e.g. 
[1]. Here a propensity to interact with those with similar tags results in the emergence 
of cooperative groups. However, it is also the fact that perceptions of groups as entities 
affect how people behave. These two aspects are integrated within the “Social Identity 
Approach” (SIA), which is an integration of the sociological theory of Social Identity 
Theory [28] – how perceived groupings affect people’s behaviour (e.g. biased towards 
their in-group) – and Self-categorization Theory [29] which takes a more cognitive 
approach. It explains social differentiation and its consequences, by including 
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descriptions of various social, material and political forces [24]. There is now some 
interest in terms of implementing the SIA approach in terms of simulation models, with 
a special issue in JASSS, including a review of such models [26]. Social identity is 
often salient but the question of when it is and is not salient, is a more tricky matter. 
Thus, whilst this set of ideas could be applied in the modelling of many discursive 
situations it is unclear when this is necessary as it can add considerable complexity. 

Social norms are prescribed guides for conduct that agents infer from those around 
them, through explicit or implicit normative declarations such as “You should not drop 
litter” [30] and sometimes conveyed in the form of statements like “Smoking is 
antisocial behaviour” [7]. As with social identity this involves both cognitive and social 
elements – there must be a perceptible pattern or convention, but also the individuals 
must believe that this is a norm [8]. The interaction of these two levels can result in 
complex dynamics, with norms coming into being and falling into decay [32]. The most 
ambitious framework to include all this complexity within socio-cognitive simulation 
is [8], which has been extended in a number of ways, e.g. to include values [17]. Whilst 
norms often constrain the manner in which discussions take place, within published 
models of norms they do not also touch upon the contents of such discussions. 
Anecdotally, norms (e.g. about political debate) can have a big influence on how 
political discussions proceed, but this has not yet been formally modelled. 

Collective intelligence is often defined as “groups of individuals acting collectively 
in ways that seem intelligent” [22]. In practice, this often means that a group of people 
can outperform its members. The term “wisdom of the crowds” generally refers 
specifically to the task of guessing the correct answer to a question [21]. Models of 
collective intelligence often involve agents exploring a multi-dimensional "design 
space" in which a utility function is defined. The utility function is often modelled using 
the NK model, which produces a "rugged landscape" with multiple local maxima [27]. 
Some research has shown that connectedness can harm collective intelligence by 
encouraging people to follow the current best solution, rather than exploring the design 
space for better solutions [6,21]. Conversely, diversity has been shown to be a driver of 
better exploration of the solution space [25]. Collective intelligence models differ in 
the way they model agent characteristics, agent interactions, and how the design space 
and utility function are formalised [27]. Typically, models assume that the utility 
function is identical for all agents, but in many situations this should not be the case. 
This offers an interesting connection to opinion dynamics models, as the personalised 
utility could be considered an agent's opinion about a specific state of the system. Due 
to its optimisation goal this can be hard to relate to models about agent agreement. 

To summarise, each of the above sub-fields has its own history, norms and goals, 
so models rarely cross their boundaries by including more than one approach. Maybe 
as a result, many of these have difficulties in establishing strong empirical links with 
observed cases, and tend to remain more at the level of an helpful analogy.  

3 Different kinds of mass interaction 

The differing families of models might partially map onto the different social 
mechanisms that might be involved. Different kinds of mechanism seem to be 
differently involved in observed processes, including the following kinds of situations. 
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1. Apathy – most actors are not motivated to discuss the issues with each other, but 
might vaguely listen to a few opinion leaders/politicians and might occasionally vote  

2. Polarised groups – when there are distinct groups in opposition to each other with 
no meaningful dialogue between groups (other than to annoy each other) 

3. Negotiation – when different parties try to reach a negotiated solution, involving 
give-and-take, issue framing, mapping goals or areas of agreement etc. 

4. Connected influence – where the issues/opinions are not so much evidentially rooted 
but are actively spread to people one knows in a decentralised process. 

5. Additive collective intelligence – when there is a constructive process of adding 
knowledge together to reach better solutions than any of the individuals could.  

It is important to understand that these situations are often intertwined. For example, 
“putting pineapple on pizza” and the correct pronunciation of “gif” are both memes and 
polarising topics. Also, they may transition to one of the other kinds, for example 
vaccination has transitioned in many countries from an “apathetic” to a polarised state, 
and facts, such as the shape of Earth are sometimes treated as opinions despite being 
facts. This suggests that it might be possible to combine all these different situations in 
a single model. 

4 Specific research steps to tackle this challenge 

Given the situation as sketched above, we suggest some of the steps that might be 
needed to meet this challenge. Basically, we are suggesting a classic “divide and 
conquer” approach to this, starting from where we are (the different families of models) 
and building up to a more complex and integrated understanding later. 

Assess the evidential basis for each kind of model. For each family of models 
(such as those families outlined in Section 2), an assessment needs to be made as to 
what it tells us – what understanding comes out of each that has the potential to help us 
understand observed discursive processes. This could be quite abstract as in providing 
counter-examples to plausible assumptions or a more applied result in terms of success 
as supporting empirically-based explanations of some observed patterns. This 
assessment should not be from the point of view of the modeller, but from the view of 
someone trying to understand an observed case. 

Map the conditions of application of each kind of model to different kinds of 
observed situations. The assessment of each family of models will help us map these 
onto the “kinds” of observed interaction outlined in Section 3. This will likely not be a 
simple one-one map nor will one model apply everywhere, but something more on the 
lines of lists of statements such as: “Model type X can help us understand Y about 
interaction kind Z”. Any such mapping is useful, even if it is partial and has overlaps 
(e.g. two families of models might tell you something about interaction kind Z). 

Identify the “gaps” where there seem to be a lack of models. Whilst a complete 
mapping from families of model to kinds of situation is probably infeasible, identifying 
“gaps” where there are currently no adequate models is important as it indicates a new 
modelling sub-project is needed. 

Understand when transitions between different kinds of interaction occur and 
why. Whilst some of the kinds of situation described in Section 3 might be quite 
“stable” (once one has got into a polarised situation where the parties do not 
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communicate effectively then it may be hard to change), sometimes it does seem that 
situations do change from one kind to another. Thus, both modelling and empirical 
work is needed to understand such transitions. This is, maybe, one of the most 
challenging but also important, parts of the programme we are suggesting. 

Suggest and test ways of supporting movement towards agreement for each 
kind of interaction. For each kind of situation, the modelling and empirical research 
could inform us as to how to encourage agreement from there. This may be quite weak 
advice on the lines of “Avoid doing X” but also might be something like “If things get 
to X then you could try Y or Z”. It is very important that any such advice should not be 
overstated but reflects the evidence and understanding that has been established. 

Suggest and test ways of encouraging transitions to different “phases” where 
agreement is more likely. Sometimes a change to a more “productive” kind of 
interaction seems to be essential to getting to a situation where an agreement could be 
reached. This is a hard task, and there is unlikely to be any simple recipes we can offer, 
but anything that increases the chance of change could be helpful. 

This is not a comprehensive list of specific tasks to be done to tackle this challenge, 
but a suggestion for a programme to structure such a collective effort. Indeed, we expect 
this list to evolve in time as more research effort is dedicated to this challenge. 

5 General community efforts to tackle this challenge 

In addition to the specific steps outlined in the previous section, the development of 
models and methods for facilitating agreement between parties would require a broader 
effort from the community. It is not enough to simply develop models that can capture 
the cognitive and social processes involved in collective decision-making; we must also 
change the way we approach social simulations research.  

Interaction between different fields and the development of a common language 
and common abstractions. One of the crucial issues of research is that often it ends up 
producing specialised sectors that “do not interact.” This is problematic for almost all 
fields, as it hinders the production of new ideas and wastes time as people reinvent what 
has already been developed by others. However, for the goal described in this article, 
the situation is even worse, as it strongly requires connecting bits of knowledge which 
are currently scattered over many different fields. 

Unfortunately, the social simulations community experiences both separation from 
other fields, as well as some degree of internal compartmentalization. As an example, 
we could look at the opinion dynamics literature. Despite their implication for 
psychology and sociology, these models are often written for readership in ABM and 
are read and cited mostly by other people within the same field. Besides this division 
with other disciplines, opinion dynamics experiences also some internal divisions, for 
example, between cultural dynamics models and bounded confidence models. It is not 
clear if they are simply two different formalisations of the same phenomenon or if they 
present some core difference besides their mathematical formulation. Similarly, within 
opinion dynamics there is still no clarity on terms like “opinion,” “validation,” and 
“experiment.” For example, those interested in purely theoretical models use the term 
“experiment” to mean a specific simulation parameterisation, while scholars combining 
ABM with empirical research usually mean experiments on human participants. 
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To achieve the discussed goal, we need to be able to move across multiple 
disciplines, speak a sufficiently common language and possibly develop some common 
formalisation and standards. 

Data inclusion and robustness tests. One of the key advantages of modelling how 
people could agree, is that this could be used for designing better policies and 
government structures. However, to achieve this goal, we should be sure about the 
validity of the model, otherwise we might be giving erroneous advice that makes policy 
failures more likely. A first way to check for output quality is to check its robustness. 
Two common methodologies are “sensitivity analysis,” which checks the relationship 
between parameters and model’s output, and robustness to noise. However, it is 
important to notice that the formalisation of the model is likely not unique (i.e. different 
researchers will produce different models of the same phenomenon/idea), and that also 
this type of robustness should be checked. There is evidence that in many cases ABMs 
can produce very different outputs due to imperceptibly small changes in its 
specification [12]. Similarly, it has been shown that the dynamics of the model can be 
completely altered just by choosing a different measurement scale [3]. This makes it 
very complex to distinguish between artefacts and correct model outputs. 

Due to these limitations, in the last couple of decades, there have been multiple calls 
for data inclusion in fields such as opinion dynamics [14]. Despite this, most models 
have still little to no connection to empirical data. Furthermore, many problems about 
data are still unresolved – it is still not clear if toy models could be used with empirical 
data, which models may be more robust to psychometric distortions or even how to deal 
with change of scales. Because of this, more research effort needs to be dedicated to 
the connection between these models and empirical data. This could even help with the 
previous problem, as some measurables (e.g. a specific measurement scale) could 
become common ground between different fields. For example, it might be very 
productive if multiple models of the same situation and data were made and compared. 

Encouraging more complicated modelling. As mentioned, most of the research in 
social simulations is focused on relatively simple models that aim to understand the 
possible effects of one kind of mechanism in a generic manner. Because of that, a lot 
of effort is dedicated to the development of new kinds of model or to the exploration of 
alternatives to established models. Meaning that, contrary to other fields such as 
physics, researchers usually do not keep developing and testing existing models but 
keep developing new ones. While this allows for a faster exploration of new possible 
effects, the sheer proliferation of models can make the field more inaccessible to 
outsiders. Furthermore, the lack of empirical validation makes it hard to decide the most 
appropriate model for a specific context of scenario. Models which can provide insights 
on how to “get people to agree” in realistic situations will probably be complicated and 
integrate many different types of interaction and socio-cognitive processes. Therefore, 
we need to develop an environment that allows and even encourages models to 
incorporate whatever mechanisms or details are required to adequately represent the 
observed cases in empirical terms. These can usefully be compared to more abstract, 
single mechanism models, but not be restricted to them. 
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6 Conclusion 

The social simulation community is in a unique position to contribute towards helping 
humanity survive future crises by better understanding how to help people agree, and 
so contribute to the development of collective initiatives to avoid and mitigate the crises 
that we face. However, this will require model families that bridge those in current sub-
fields, including multi-mechanism models to explore conditions of application and have 
a much stronger relationship with empirical data from observed interactions. This will, 
itself, require a collective effort, but we do not have time to reach an agreement on such 
a project – we have to get going on it immediately! 
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